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Abstract. In the era of smart cities, where the integration of Internet
of Things devices and the need to efficiently manage urban environ-
ments have generated considerable interest, the Digital Twin concept
emerges as a key solution. This technology allows us to study and sim-
ulate the behavior of complex urban dynamics. However, conventional
Digital Twin architectures face significant challenges, such as limited
scalability, inherent latency, and data privacy concerns stemming mainly
from their centralized nature. In response to these challenges, this paper
proposes an innovative distributed architecture for the so-called Urban
Digital Twins, implemented on top of the Computing continuum. The
main objective is to establish a more efficient and scalable framework,
specifically designed for the demands of smart cities. To support the fea-
sibility of this proposal, two case studies are presented: one focused on
urban public transportation systems, and the other focused on a pollu-
tion monitoring system. These case studies illustrate how a distributed
architecture can effectively address existing challenges, providing a solid
foundation for the smart and sustainable management of urban environ-
ments.

Keywords: Urban Digital Twins · Architecture · Smart City ·
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1 Introduction

In recent years, we have witnessed a significant increase in the use of Internet-
connected devices, which has led to the emergence of the IoT paradigm [20]. This
approach has been applied in various fields, such as smart homes, healthcare,
industry 4.0, and smart cities. However, making adjustments to the operation in
these largely distributed systems can lead to unexpected problems. For example,
in a smart city scenario, managing traffic based on air quality values to alleviate
congestion in one area may inadvertently lead to traffic jams in other places.

To try to solve this kind of problems, Digital Twins [22] have recently emerged
as a powerful technology to replicate the behavior of real systems. A Digital Twin
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(DT) is a digital representation of a system, service, or product. To create such
a digital representation, it must receive the status of the physical system, which
allows it to replicate the real environment. In a DT system, there is a bidirec-
tional communication between the two twins that allows keeping the digital twin
updated and proposing changes on the physical twin [13]. DTs become funda-
mental tools for monitoring, predicting, and integrating data from IoT devices.

However, conventional DT implementations have several limitations on scal-
ability [18], latency [12], and privacy [6]. These limitations become evident when
we want to represent highly-distributed systems such as smart cities, with a
large variety of data sources from IoT devices, people, etc. Conventional DTs
are highly-coupled systems where all collected data is centralized in one single
place. Creating a so-called Urban Digital Twin (UDT) this way is practically
unfeasible due to its size and complexity.

To try to overcome these challenges, the Computing continuum paradigm [2]
has been gaining importance in recent years. The Computing continuum repre-
sents an evolution of Cloud computing that extends from cloud environments
to IoT devices, located closer to people, for the purpose of storing and process-
ing information. The Fog and Edge computing paradigms have brought cloud
computing environments and data processing closer to information sources. By
processing information closer to its source, it is possible to reduce infrastructure
load, improve the quality of service, and preserve privacy.

In this paper, we propose a distributed architecture on the low-coupling Com-
puting Continuum [3,7] composed of different DTs that simulate the behavior
of different entities in a highly-distributed system, so that altogether they com-
pose a UDT. Due to their low coupling, the DTs work independently but can
interact with each other to enrich their models allowing greater scalability and
flexibility. Their distributed nature and proximity to users allow for improved
data privacy as well as faster responsiveness, as it minimizes data transmission.
To demonstrate the feasibility of our proposal, two case studies focused on smart
cities are considered in this work, one focused on an urban public transportation
system, and the other focused on a pollution monitoring system.

The paper is organized as follows. Section 2 provides an introductory context
on the current state and need for an Urban Digital Twin (UDT) in the com-
puting continuum. In Sect. 3, some related work is examined in detail. Section 4
provides a detailed explanation of the proposed Digital Twins architecture for
the Computing Continuum. Section 5 presents in detail the two case studies that
addressed transportation and pollution in a smart city. Section 6 discusses how
our proposal addresses the current challenges and also its limitations. Finally, in
Sect. 7, the conclusions derived from the study are presented and some directions
for future research are outlined.

2 Motivation

In the context of smart cities, it encompasses a diversity of systems and appli-
cations aimed at optimizing their governance. These include fundamental areas
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such as transportation [14], whose main objective is to offer an efficient service
of the arrival times of public transport, as well as in the identification of traffic
patterns to improve urban mobility. Also, in the field of pollution control [5], new
regulations are emerging due to the problems generated by air quality, intending
to monitor them to avoid penalties and improve air quality.

The implementation of Digital Twins in these strategic areas would not
only improve operational efficiency but also contribute to the sustainability and
resilience of cities. By providing a real-time digital representation of the infras-
tructure, Digital Twins facilitate a detailed understanding and analysis of urban
systems, enabling data-driven decision-making to address critical challenges such
as traffic congestion, environmental pollution, and public transportation plan-
ning.

Digital Twins represent essential tools [1] in monitoring, predicting, and
integrating data from IoT devices. They continuously exchange data, including
dynamic physical twin data and environmental data, and store it in a data stor-
age system (the so-called data lake). They use ontologies for data comprehension,
high-dimensional data analysis, and data fusion algorithms to integrate multiple
data sources. With artificial intelligence (AI) algorithms, DTs can perform fea-
ture selection, pattern recognition, and optimization. In addition, they enable
closed-loop optimization, allowing the physical entity to respond to changes
based on the DT’s analysis and optimization. DTs have self-adaptation and
self-parametrization capabilities, allowing them to resemble the physical twin
throughout their lifecycle. They employ predictive analytics to forecast future
statuses and use prescriptive analytics to make data-driven decisions.

The Digital Twins in the context of smart cities are referred to as Urban
Digital Twins (UDTs) [4]. An Urban Digital Twin (UDT) is a Digital Twin that
acts as a virtual representation of a city’s physical resources, making use of data,
analytics, and AI to generate real-time, adaptive simulation models. This digital
twin captures both the present state and historical context of various aspects
of a smart city. Moreover, additional applications provide practical intelligence,
contributing to the construction of a collective picture of urban reality. UDTs
facilitate more informed decision-making, foster collaborative governance, and
improve urban planning by providing a safe environment for environmental sus-
tainability [26].

To achieve the development of a UDT, it is essential to collect data from
a variety of sources that are produced by a smart city, ranging from sensors
to contextual information and the experience of users interacting with different
services such as the transportation system. In previous work [9,15], we proposed
innovative models such as People-as-a-Service (PeaaS) and Human Microser-
vices designed specifically for IoT environments. The purpose of these models
lies in the collection and detailed analysis of user habits and routines. By imple-
menting these models, we can effectively integrate citizen information into UDT
models. This approach would give us the opportunity to enrich the UDT to make
it more accurate and adapted to the context of the citizens who make use of it.
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However, a traditional approach would involve implementing a centralized
and monolithic UDT, usually deployed in the cloud. Inevitably, this comes with
significant drawbacks. First, there is the complexity and lack of scalability of
the system, as all information and processes are concentrated in a single loca-
tion. Storing data generated by the entire city would require extremely large
data transmission and storage capacities, generating considerable costs. As an
example, consider the Los Angeles Department of Transportation [23], which
processed more than 7 Terabytes of real-time data daily in 2022 from different
sources like traffic lights signals, traffic sensors, bus signals, etc. In addition,
there are concerns about user privacy when storing sensitive data about indi-
viduals, which compromises the integration of data from various sources. By
concentrating all information at a single point, considerable computing power
would be required to integrate all sources of information. Since the processing
capabilities of a centralized model may be limited, this would adversely affect
system performance and the quality of results, or greatly increase operational
costs.

To overcome these drawbacks, a solution is to use distributed architectures
such as Computing continuum [17] to deploy a UDT. With this type of archi-
tecture, different entities (citizens, buses, air monitoring stations, etc.) deploy
their own DT providing low coupling, allowing them to work independently but
interact with each other to enrich their models allowing for greater scalability
and flexibility. By adopting this distributed architecture, concerns associated
with centralized storage and processing on a single node, as well as high cou-
pling between entities, are overcome. In addition, this strategy addresses privacy
concerns, as personal information is handled and processed in a decentralized
manner on individual devices, ensuring anonymization and preservation of data
privacy.

To carry out this initiative, in this paper, we present a detailed proposal
of an architecture designed in the framework of the Computing continuum to
implement a UDT. To demonstrate the feasibility of this proposal, we provide
a description of its application in two specific contexts: a transportation sys-
tem and a pollution control system. We explain in detail how this architecture
would be implemented in each of these scenarios, highlighting its adaptability
to complex and dynamic urban environments, materializing the usefulness and
practical applicability of a distributed UDT in concrete cases of great relevance
for the improvement of the quality of life in urban environments.

3 Related Work

In this section, we present and analyze some related works on Urban Digital
Twins, and we detail the requirements of this kind of system.

Lehtola et al. [11] study the impact of digital twins in smart cities. They
argue that UDTs must address the specific needs of a city, offering high-fidelity
content. In addition, continuous updating of the UDT—using devices like IoT
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sensors—is essential to reflect the constant urban changes. The authors empha-
size the necessity of taking humans into consideration to ensure successful imple-
mentation in order to improve decision-making, which is a concern that we also
share. They also highlight the incorporation of AI techniques for automatically
updating models through the utilization of sensor data.

Schrotter and Hurzeler [21] present a UDT for the city of Zurich, which is
defined as a digital and spatial model of the city that integrates 3D spatial
data and models for different themes. We have chosen this work because it
shows diverse applications of digital twins in smart cities: analyze city growth,
visualize construction projects, assess the impact on urban climate, and enable
active public participation in planning, among others. The authors also highlight
the availability of open data, which is an essential component for the success and
usefulness of the UDT.

Ruiz et al. propose BODIT [19], a UDT of the public transportation system in
the city of Badalona (Spain). They use a traffic simulator and a genetic algorithm
to reproduce the city’s traffic and adapt to different situations. Bus schedules are
used to predict and detect a lack of punctuality at bus stops, enabling informed
decision-making as a response to unusual situations such as accidents.

Although these works present interesting UDT initiatives, there are several
significant concerns that they do not properly address. In particular, all of them
describe a monolithic and centralized UDT architecture. A smart city is a com-
plex system composed of a large set of subsystems, devices, people, etc. There-
fore, centralized UDTs may be unmanageable and unfeasible due to its sheer
scale and complexity.

One example of a distributed architecture is given in Villalonga et al. [25],
in which the authors present a distributed DT framework that improves local
decision-making in the manufacturing industry. The integration of local and
global digital twins enables more accurate fault detection, notifying the system
for reconfiguration and scheduling actions. This distributed approach offers the
advantage of increasing efficiency in decision-making by using improved predic-
tive models and performing simulations at different levels.

After reviewing and analyzing these and other related works, we have iden-
tified several limitations that we aim to address with our approach. Some of the
proposals [11,19,21] primarily focus on monolithic and centralized architectures
for UDTs, ignoring the potential advantages of a distributed architecture as dis-
cussed in [25]. We can go further and consider this distribution of UDTs over the
Continuum to solve the problems that centralized architectures present, such as
scalability, response time, and structural complexity, among others. Taking these
concerns into consideration, we advocate that DT proposals for smart cities and
other complex systems follow a hierarchical and distributed architecture over
the Continuum, addressing the following requirements:

• Scalability and flexibility. The DT architecture must rest on weakly cou-
pled systems, which operate independently and interact and coordinate with
each other. A distributed architecture allows for the storage and processing of
information in the entities where it is generated or consumed. This provides
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greater scalability and flexibility, avoiding the complexity associated with
centralized systems. Each entity manages its own information and resources,
contributing to a more adaptable system.

• Data privacy. Personal data privacy must be prioritized by keeping sensitive
information stored and processed locally on citizens’ devices. This decentral-
ized approach minimizes the need for data transmission, reducing the risks
associated with centralizing sensitive data.

• Reduction of duplicity. By distributing computation, the system optimizes
resource allocation and avoids duplicating computational tasks. Component
reuse and modularization minimize duplicity by designing components that
prevent redundant functionalities in different layers.

• Reactivity and responsiveness. By enabling local-level responsiveness,
where data are computed in proximity, the system will achieve faster response
times, enabling the system to react promptly to changes and events, ensuring
quick processing, and providing almost instantaneous responses.

• Adaptability to complex systems. Smart cities are complex systems that
integrate technology, interconnected infrastructures, and citizen participation
to address urban challenges. Monolithic and single-deployment DTs do not
address these challenges correctly. A distributed DT handles the complexity
in a better way, by adapting and scaling components according to the needs.
This adaptability will ensure that the DT adapts to the specific requirements
and complexity of smart cities, offering flexibility and scalability as mentioned
above.

• Collaboration. A loosely-coupled distributed DT architecture facilitates col-
laboration between systems or applications by providing a platform for data
and knowledge exchange. Multiple applications can connect to shared twins,
enabling real-time collaboration and decision-making. By leveraging a dis-
tributed architecture, DTs can be shared by different systems, leading to
interoperability and resource optimization.

4 Architecture

This section presents our proposal for an Urban Digital Twin architecture in
the Continuum. We will also describe which modules and components form the
different layers of the architecture.

Figure 1 illustrates the proposed architecture, where the Physical Twin (PT)
and the Digital Twin (DT) establish communication through a Distributed Data
Lake (DDL), following the architectural conceptualization for DT systems sug-
gested by Muñoz et al. [13]—only two Edge nodes and one Fog node have been
represented for simplicity, although this structure could be expanded. The partic-
ularity of this architecture in the Continuum lies in the flexible coupling between
components, managed by the Cloud, Fog, Edge, and Things layers. Figure 1 illus-
trates the proposed architecture, where the Physical Twin (PT) and the Digital
Twin (DT) establish communication through a Distributed Data Lake (DDL),
following the architectural conceptualization for DT systems suggested by Muñoz
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et al. [13]—only two Edge nodes and one Fog node have been represented for
simplicity, although this structure could be expanded. The particularity of this
architecture in the Continuum lies in the flexible coupling between components,
managed by the Cloud, Fog, Edge, and Things layers.

In this context, the DT adopts a distributed architecture in which each
instance of the twin operates autonomously, avoiding dependence on a central-
ized replica of the entire system. This approach provides flexibility and efficiency
in data management, offering different levels of information and knowledge, and
avoiding unnecessary data transmission and infrastructure overload. The key to
achieving this objective lies in the distribution of the data lake along the Con-
tinuum so that each layer can write to and read from the corresponding DDL
module. This distribution favors system adaptability, allowing each component
to contribute to knowledge generation in an autonomous and collaborative way.

Urban Digital Twin Physical Twin

Data Exchange Dimension

Things Things

Fog Node

Cloud

External Contextual Data

Distributed 
Data Lake

Computing Dimension

Edge Node Edge Node

Fig. 1. Architecture proposed.

– Things layer: This layer focuses on the sensors that provide information
to the Edge nodes. These sensors are physical devices that capture real-time
data about the environment in the PT and write it in the DDL. This data is
fundamental to the operation of the UDT, as it feeds the monitoring, analy-
sis, and decision-making process. Each DT module in the Things layer gets
the corresponding data from the DDL and sends it to an Edge node. This is
represented in Fig. 1 with the arrow from the DDL to a Things module—only
the connection with one Thing module is depicted for simplicity. Unlike Edge
nodes or the Fog layer, the Things layer generally does not perform compu-
tations or data processing itself but focuses on capturing the corresponding
data from the DDL and transmitting it to the Edge nodes.
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– Edge layer: The Edge layer is composed of devices located at the periphery
of the network that perform the function of collecting information from the
Things layer or from other services. These Edge nodes also host DT modules
that store the information collected from the Things layer that allows it to
analyze and predict the behavior of the elements it monitors. Therefore, these
devices must have sufficient capabilities for data collection and the provision
of a DT.
The results obtained through these analyses are written in the DDL for the
PT to have access to them as well as the Fog nodes for further processing.
Additionally, Edge nodes also exchange information with each other. This
collaboration and information sharing contribute to improving and enriching
the results generated by the DTs present in each of the nodes. By working
together, the Edge nodes achieve greater accuracy and quality in the results
obtained. They also increase their capacity to adapt to changes and unex-
pected situations, as they can benefit from the experience and knowledge
shared among them.

– Fog layer: The Fog layer serves as a crucial intermediary, tasked with gath-
ering and retaining data sourced from the Edge nodes. This collection of
data from the Edge nodes is instrumental in providing a more expansive
and nuanced understanding of the system. Within each Fog node, Digital
Twin (DT) modules play a pivotal role-they not only store the information
acquired from the Edge nodes but also conduct in-depth analyses, unravel-
ing the intricacies of the data. This involves identifying patterns, discerning
trends, pinpointing emerging issues, and distilling this raw data into valuable
knowledge and insights.
The knowledge thus amassed proves to be indispensable for anticipating
events and making well-informed decisions. This reservoir of insights is not
left untapped; instead, it is meticulously recorded in the DDL. This strategic
move ensures that the Physical Twin (PT) has direct and immediate access
to this wealth of information. By leveraging the capabilities of the Fog layer,
the system not only enhances its capacity to comprehend the intricacies of
the data but also empowers decision-makers with the foresight and under-
standing needed to navigate complex scenarios and make proactive, informed
choices.

– Cloud layer: The Cloud layer plays a pivotal role in the system by serving as
a repository for diverse external contextual data obtained from a multitude
of sources including databases, APIs, and more. This layer is essential for
consolidating and storing this contextual information, which is subsequently
utilized to feed and enhance the functionality of the other layers within the
architecture. By gathering and integrating data from various external sources,
the Cloud layer ensures that the entire system has access to a comprehensive
and up-to-date pool of information, facilitating more accurate analyses, pre-
dictions, and decision-making across the distributed digital twin architecture.



280 S. Laso et al.

5 Case Studies

The proposed architecture demonstrates adaptability, allowing it to be applied
to various case studies or applications. Depending on the scenario, different ele-
ments within the architecture can assume different roles, tailored to the require-
ments of each application. This versatility enables the architecture to be cus-
tomized based on the problem being addressed. In this section, we explore two
case studies that exemplify the adaptability of our architecture. In the first one,
the government of a smart city wants to collect data about its public trans-
portation system and how its citizens use it, with the goal of deploying a UDT
to optimize and improve service to citizens. In the second one, the government
has to comply with current pollution regulations and wants to implement a UDT
pollution monitoring system to improve the accuracy of air quality prediction
and avoid non-compliance.

5.1 Urban Transportation System

In Fig. 2, we apply the proposed architecture to a bus transportation system,
focusing on improving the accuracy of predicting bus arrival times, detecting
potential skipped stops, and/or knowing how citizens move around the city. To
achieve this, our architecture takes into consideration both buses and passengers.
Next, we present a description of the architecture implementation:

Fig. 2. Case study: Urban transportation system.

Things Layer: This layer contains Bluetooth beacons and GPS devices installed
on each bus of the transportation system, as well as the sensors (GPS and
Bluetooth) of passengers’ smartphones. The bus’ GPS tracks and locates the
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current position, while beacons are used to detect passengers’ presence through
Bluetooth and count the number of people on board. These data are essential
to analyze pedestrian movement patterns and calculate whether the bus will
be able to make a stop at the following destinations, considering the maximum
capacity allowed.

Edge Layer: The Edge nodes represent both buses and passengers, each with
their own DT. Regarding the buses, each one is represented by an Edge node
consisting of a DT that simulates the bus behavior. These Edge nodes are fed
with the data of each bus, coming from the information of the Things layer. The
information gathered allows the DTs to more accurately predict bus arrival times
and identify situations where a stop may be skipped due to capacity limitations.

Similarly, each passenger is represented by an Edge node consisting of a
DT that represents and simulates the user’s Digital Avatar [16] that refers to
the virtual representation of a person residing on their smartphone, collecting
information about their habits and preferences, and allowing them to interact
with the other DTs. These Edge nodes capture the information of individual
passengers within the transportation system. By integrating the data from both
the buses’ DTs and Digital Avatars’ DTs, the Edge layer improves the accuracy
of arrival time predictions and overall system optimization.

Apart from their individual roles, the Edge layer facilitates horizontal com-
munication between buses and passengers within the transportation system. Pas-
sengers can receive real-time updates and notifications about bus schedules or
delays. Furthermore, buses can also communicate with other buses within the
Edge layer, promoting collaboration and coordination for better efficiency.

Fog Layer: The Fog layer is essential in the bus transportation system. Each bus
line is governed by a Fog node, which contains a DT representing and simulating
the buses’ behavior on that specific line. These Fog nodes serve as data collection
and processing points for the Edge nodes, enabling the creation of an overall
model for the entire line. In addition, the Fog layer is responsible for periodically
distributing the federated model to other buses to update their respective DTs.
This update occurs regularly or when a new bus joins the line, ensuring all buses
benefit from the latest updates in the prediction model.

Moreover, the Fog nodes may be interested in incorporating information
about people’s habitual travel patterns to determine if a person who usually
takes a specific bus line will be using it on a particular day. This information can
be leveraged to provide targeted recommendations for specific buses, ensuring
that the transportation system adjusts to the individual’s needs and preferences.

Cloud Layer: This layer plays a crucial role in providing external contextual
information, such as weather conditions, event calendars, and vacation dates.
This contextual information is used to further enrich the prediction and decision-
making model. For instance, considering weather conditions allows anticipating
possible delays due to rain or adverse weather factors. Likewise, by taking into
account the calendar of events and vacation dates, the transportation demand
prediction can be adjusted and resource allocation can be optimized.
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5.2 Pollution Monitoring System

In Fig. 3, we apply the proposed architecture to a pollution control system, focus-
ing on analyzing and predicting pollution levels of CO2 and allergenic particles
to improve the accuracy of air quality prediction. Next, we present a description
of the architecture implementation:

Fig. 3. Case study: Pollution monitoring system.

Things Layer: In this layer, there are sensors distributed throughout the city
to measure air pollution levels, such as CO2 and suspended particles (pollu-
tants, pollen, and other allergenic particles). CO2 sensors are located on the
buses moving around the city. The data from the suspended particle sensors are
strategically distributed at different points in the city.

Edge Layer: In the Edge layer, there are pollution analysis control centers
distributed in different neighborhoods in the city. These centers are responsible
for capturing the data coming from the Things layer. Each control center has its
own DT, which represents and simulates the behavior of the center in question.

The pollution analysis control centers receive the data collected through their
DTs and perform a comprehensive analysis of these data. The DTs are able to
predict accurately CO2 pollution levels and suspended particle concentrations.
This information is used to generate notifications and alerts to citizens through
information panels. These panels display real-time and predictive information
on air quality, providing relevant data on CO2 levels and allergenic particles.
In this way, citizens can be informed about the air quality in their environment
and receive alerts in case of risk situations or high levels of allergenic particles
or activate action protocols to address the problem.
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Fog Layer: The Fog layer is represented with one node by the city’s air manage-
ment system. Its main function is to collect and process the information coming
from the different control centers. The information collected by the Fog node is
essential to feed and enrich the DT present in this layer. The DT uses histori-
cal data to analyze and evaluate air quality in the city. By analyzing long-term
patterns and trends, the DT can provide a complete and detailed picture of
pollution and allergy levels.

The results are critical to making informed decisions. For example, if an
area with high CO2 levels is detected, authorities can take measures to regulate
traffic in that area, reduce pollutant emissions, and comply with regulations set
by the European Union. Regarding the concentration of allergenic particles, if
high levels of allergenic particles are predicted in certain areas of the city, this
will imply an increase in allergy cases in the local population. The health system
can use this information to take proactive measures and provide better resource
allocation and better care to affected citizens.

Cloud Layer: The Cloud layer is essential for integrating data sources from
meteorological portals and event calendars to enrich the models of the different
DTs. For instance, weather conditions, such as wind speed and precipitation,
along with temperature and humidity, impact the dispersion of pollutants and
concentration of allergenic particles in the air. Additionally, integrating event
calendar data helps identify activities like sports events, concerts, or festivals
that can lead to increased traffic and crowds, directly affecting air quality.

6 Discussion

In this section, we analyze the proposed architecture for the Urban Digital Twin
(UDT) over the Continuum. We analyze how this proposal stands out for its
scalability, flexibility, and privacy enhancement in complex urban environments.
In addition, we carefully examine challenging considerations, such as implemen-
tation complexity, infrastructure requirements, and security-related issues. This
critical assessment provides insight into the suitability and feasibility of the UDT
architecture in the Continuum, offering a holistic perspective for consideration in
smart city management. The issues addressed position it as a robust and adapt-
able solution for the efficient management of urban environments. However, like
any proposal, it also presents certain limitations.

Firstly, the distributed architecture in the Continuum allows for efficient
scalability. Each entity deploys its own Digital Twin, which facilitates the incor-
poration of new urban elements without affecting the existing infrastructure.
This ensures exceptional adaptability as the city evolves and expands, enabling
the seamless integration of new services and devices. Nevertheless, the implemen-
tation of a distributed architecture composed of different entities can be com-
plex, requiring careful planning and coordination. This can lead to challenges
in terms of integration and initial configuration, especially in urban environ-
ments already established with pre-existing systems. It is therefore important to
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consider economic and technological feasibility, especially for those cities with
limited resources.

Secondly, the low coupling between the DTs of the different entities enables
their independent operation. In addition, the architecture enables collaboration
between them, thus enriching their models and improving joint decision-making.
This optimizes operational efficiency while fostering collaboration and synergy
between the different urban components. This low coupling brings inherent pri-
vacy improvements as information is stored and processed at the data source.
This feature is fundamental to gaining the trust of citizens and ensuring com-
pliance with privacy regulations. This low coupling in data management also
poses additional challenges in terms of security and protection against threats.
Careful implementation of security measures is required to ensure data integrity
and confidentiality, as well as resilience to potential attacks.

The Urban Digital Twin architecture in the Continuum offers numerous
advantages, from its flexibility to its privacy enhancement. However, its effective
implementation requires carefully addressing the associated constraints, ensuring
a smooth transition and long-term benefits for smart city management.

7 Conclusions and Future Work

Recently, Digital Twins have emerged as a powerful enabling technology for
the virtualization of systems, products, and services. They represent fundamen-
tal tools for monitoring, prediction, and integration of data from IoT devices.
Despite their benefits, conventional implementations face challenges such as scal-
ability, coupling, or privacy, which can affect their ability to adapt optimally in
scenarios with a high distribution of resources. To try to overcome these chal-
lenges, there are architectures such as the Computing continuum that enable the
flexibility and distribution capabilities inherent to Digital Twins, thus ensuring
their usefulness in diverse environments and applications.

In this paper, we have presented an architecture for Urban Digital Twins
deployed in the Continuum, which addresses the limitations of conventional DTs
in terms of scalability, latency, and privacy, among others. Through the distribu-
tion of DTs in the Continuum, we achieve greater flexibility and responsiveness,
as well as more efficient data and privacy management. In addition, through
citizen participation, we can ensure personalized data-driven decision-making.
The case studies presented demonstrate the applicability and effectiveness of
our architecture in the context of smart cities, enabling more accurate and par-
ticipatory management of urban environments.

We are currently implementing the architecture for both case studies, setting
up the necessary infrastructure, and deploying the different components across
the layers. We have already obtained some preliminary implementation results,
presented in [10,24]. Furthermore, in [8] we introduce Perses, a tool that emulates
different parts of the Computing Continuum, including user smartphones.
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